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Type I error (the p_value) on the improvement in fit with a Generalized Linear Model (GzLM) is 

calculated from the chisquare distribution.  According to Feller (1968) the chisquare distribution 

assumes homogeneous, normal, and independent deviations centered on zero. 

 

In this course we have used residual plots (deviance residuals vs fits, normal probability plots) to 

evaluate assumptions of linearity (for a regression line) and assumptions for using the chisquare 

distribution.  We have looked only cursorily at whether the residuals are overdispersed, as 

measured by the ratio of the deviance to degrees of freedom (but see list of articles below). If 

over dispersion occurs, ignoring it will result in underestimating the standard errors of the 

parameter estimates, which may lead to incorrect conclusions.   

 

1.  Using available texts, summarize recommended practice for graphical and other evaluation of 

assumptions for computing Type I error when using the GzLM.  A partial list of texts appears 

below.  

 

2.  For each data set that you analyze, identify and justify the best first choice of error 

distribution and link function, then assess the assumptions for this first choice.  Where a revised 

choice of error distribution and/or link function is warranted, justify the choice and then evaluate 

the assumptions for the revised choice (e.g. quasi poisson for overdispersed residuals).   Where a 

second revision in choice is warranted, justify the choice and assess the assumptions again. 

 

3.  Check your conclusions by conducting a permutation test for each successive choice of error 

distribution/link function.   This should include a comparison of the permutation p-value with the 

chisquare p-value. 

 

4.  Based on multiple analyses, summarize the efficacy of the methods in this course (residual 

versus fit plot and normality plot) and any additional practice that you choose based on 

recommendations in the published literature on GzLM. 
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