
Likelihood ratios measure relative evidence. 
With likelihood ratios, better is bigger.    
For goodness of fit, better is smaller  
With Type I error, better is smaller LR (less Type I error).   
 
Here are several ways to calculate a likelihood ratio. 
 
1.  From the explained variance R2   
 
ܴܮ  ൌ ሺ1 െ ܴଶሻି௡/ଶ 
 
2. From a goodness of fit statistic G 
ܩ  ൌ 	െ2݈ܴ݊ܮ 
ܴܮ  ൌ 	݁ீ/ଶ 
 
 G is distributed as ߯ଶ with ݇ degrees of freedom 
 ଶሺ݇ሻ߯	~ܩ  
 ݇ is the change in number of degrees of freedom in the ANODEV table 
 
 
4.  From ∆ݒ݁ܦ the reduction in deviance (improvement in fit) in the ANODEV table 
ݒ݁ܦ∆  ൌ  ܩ

ܩ ൌ 	െ2lnሺܮ௠ ⁄  ௠ is the likelihood of the reduced modelܮ  ሻ	௙௨௟௟ܮ
 ௙௨௟௟ is the likelihood of the full (unreduced) modelܮ 

ܴܮ  ൌ 	ሺܮ௠ ⁄  ሻ	௙௨௟௟ܮ
ܴܮ  ൌ 	݁ீ/ଶ 
 
5.  From the t statistic 
 
ܴܮ  ൌ 	 ሺ1 ൅ ଶݐ ሺ݊ െ 2ሻ⁄ ሻ௡/ଶ 
 
6.  From the F statistic. 

ܴܮ  ൌ 	ቆ1 ൅ ܨ ቀ ௗ௙೙ೠ೘೐ೝೌ೟೚ೝ

ௗ௙೏೐೙೚೘೔೙ೌ೟೚ೝ
ቁቇ

௡/ଶ

 
 
7  From a model term displayed vertically in an ANOVA table. 
 

ܴܮ  ൌ 	ቀௌௌ೟೐ೝ೘ାௌௌೝ೐ೞ
ௌௌೝ೐ೞ

ቁ
௡/ଶ

 

 


